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Figure 1: Motion guidance interaction techniques developed in this paper. We introduce (a) sequential tactile vectors (STV) and
(b) continuous tactile vectors (CTV). (c) shows an example prototype used to conduct the user study.

ABSTRACT
We introduce and study two omnidirectional movement guidance
techniques that use two vibrotactile actuators to convey a move-
ment direction. The first vibrotactile actuator defines the starting
point and the second actuator communicates the endpoint of the
direction vector. We investigate two variants of our tactile vec-
tors using phantom sensations for 3D arm motion guidance. The
first technique uses two sequential stimuli to communicate the
movement vector (Sequential Tactile Vectors). The second technique
creates a continuous vibration vector using body-penetrating phan-
tom sensations (Continuous Tactile Vectors). In a user study (N = 16),
we compare these two new techniques with state of the art push
and pull metaphors. Our findings show that users are 20% more
accurate in their movements with sequential tactile vectors.
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1 INTRODUCTION
In recent years, a line of research investigated augmenting humans
with on-body vibrotactile feedback for motion guidance [1, 5, 11, 13,
32]. Vibrotactile displays have been shown beneficial, for instance,
to teach novice users violin [31], choreographed dance [3, 23],
to support with practicing and learning sports (e.g., snowboard-
ing [28], rowing [24], and tennis [19]), and for various forms of
physical rehabilitation such as gait retraining [16] and stroke reha-
bilitation [12].

Prior work [7, 10, 18, 26, 28] identified two main interaction tech-
niques for vibrotactile motion guidance: push and pull. Both com-
municate a direction with a single actuator: In the push metaphor,
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vibrations on the user’s body push the user in a particular direction.
The pull metaphor pulls the user in the direction of the vibration.
While useful and intuitive, these interaction techniques are limited
in the accuracy of communicated directions as the interpretation
of a pulling/pushing sensation can vary greatly. Primarily because
it is difficult to interpret a direction from a single actuator, leading
researchers to encode one direction per actuator [18, 31]. This is
even more difficult for vibrotactile guidance in 3D as the space of
possible movements expands greatly compared to 2D guidance.

To overcome these limitations, we propose increasing the pre-
cision and space of feasible directions by using two vibrotactile
actuators to communicate movement directions, i.e., spanning a
vector between two vibration points. We introduce two novel in-
teraction techniques for tactile motion guidance: Sequential Tactile
Vectors (STV) and Continuous Tactile Vectors (CTV). In STV, consecu-
tive activations of actuators create the required direction vector of
the motion (see Figure 1a). The first actuator communicates to the
user the starting point of the vector and the second actuator com-
municates the end point. Taken together, they can be interpreted
as a movement vector in 3D space. Similarly, CTV also uses two
actuators to communicate a direction vector. However, instead of
sequential activation, the actuators vibrate at the same time with
changing intensities to elicit a body-penetrating phantom sensa-
tion [14]. This gives the impression of one stimulus moving in the
direction of the vector (Figure 1b). The start and end points of STV
and CTV are not limited to physical actuators. Instead, the tech-
niques utilize phantom sensations [22] to increase the resolution
of the display and create vectors starting and ending from virtual
actuators.

We compare the two interaction techniques in a user study to
push and pull as a baseline for current state of the art from prior
work. We quantitatively analyse the accuracy of users’ movements
using the different guidance methods and collected qualitative feed-
back through a NASA-TLX and a questionnaire. The results show
that using STV users are 20% more accurate in their movements
in comparison to push, pull, and CTV. Subjective quantitative re-
sults further support the viability of STV and show a clear user
preference for pull over push.

In summary, this paper contributes two novel interaction tech-
niques for omnidirectional movement guidance: STV and CTV.
These techniques aim to expand the possible guidance space by
enabling movements in more directions than possible with a single
vibration and by increasing the accuracy of the feedback. In a user
study we compare STV and CTV with the state of the art in move-
ment guidance, i.e. the push and pull metaphor for tactile guidance
of 3D arm movements. The findings of our user study show a high
accuracy for the STV technique.

2 RELATEDWORK
To better contextualize our research and contributions, we outline
existing research on tactile motion guidance. Many technologies
have been used for Human-Computer Integration [20, 21]. This
work focuses on the use of wearable vibrotactile displays for move-
ment guidance. Table 1 provides an overview of the different ap-
proaches.

2.1 Pull
Jansen et al. [10] used five vibrotactile actuators arranged around
the arm to guide wrist rotations. In this work, the authors identi-
fied two basic interaction techniques for tactile motion guidance:
push and pull. Using push vibrations are interpreted to push the
user in the direction of the vibration. Conversely, vibrations using
the pull interaction technique pull the user along the direction of
the vibration. Jansen et al. measured reaction times to vibrotac-
tile stimuli and concluded that pull should be favoured over push.
Günther et al. [7] proposed and evaluated a vibrotactile glove that
uses push and pull for spatial guidance in 3D. Findings of the user
study indicated that pull resulted in a lower number of errors while
guiding users to spatial targets, and was prefered by the majority
of users over push. Weber et al. [32] used six vibrotactile actua-
tors arranged around the wrist to guide translations of the hand
following the pull interaction technique, and rotation in two di-
rections. Similarly, Jin et al. [11] introduced VT-Ware, a wearable
wrist device with six actuators that was used to guide users in six
directions and two rotation directions. For directional guidance the
authors use the pull interaction technique. Rotational guidance was
achieved by using the cutaneous rabbit illusion to produce moving
tactile sensations along the required rotation. In work by Salazar et
al. [26], motion path efficiency using push and pull were compared
and the findings showed improvements with pull, however, with
no statistical significance. Aggravi et al. [1] used pull with four
actuators around the wrist for motion guidance in human-robot
teams. Tsai et al. [30] compared a similar setup to force-feedback
guidance from a haptic device. In HapticHead [13], Kaul et al. used
22 vibrotactile actuators arranged in concentric ellipses around the
head for spatial guidance, where actuators pull the user towards
the target.

2.2 Push
Spelmezan et al. [28] used vibrotactile actuators placed across the
body to guide users during physical activities into performing a
particular movement instuction from a discrete set of 10 instruc-
tions. The authors stated that the interpretation of a vibration as
either push or pull is a matter of preference and decided to use push.
Salazar et al. [25] conducted a user study to evaluate the use of
vibrotactile cues around the wrist for hand movement guidance in
two dimensions. The authors used phantom sensations to be able to
generate cues at all locations around the wrist with six vibrotactile
actuators. In their work, Salazar et al. [25] used the push interac-
tion technique. Lieberman and Breazeal [15] used push with eight
vibrotactile actuators (four arranged around the wrist and four
around the upper arm) to aid with performing complex 5 degrees
of freedom arm motions. In MusicJacket [31], van der Linden et al.
used the push interaction technique with seven actuators placed
on the arm and torso to guide violin bowing techniques. Kapur et
al. [12] presented a wearable tactile interface that uses magnetic
motion tracking and eight vibration motors to provide feedback
to apraxic stroke patients through a series of desired movements.
They decided to use push as it is similar to a therapist pushing the
patient’s arm to perform the correct motion.
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Table 1: Overview of approaches in related work.
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Pull ! ! ! ! ! ! ! ! !

Push ! ! ! ! ! ! ! ! !

Other Interaction Technique ! ! !

Body part Arm Hand Wrist Wrist Wrist Wrist Wrist Head Full body Wrist Arm Arm Arm Hand Arm
Number of tactors 5 10 6 6 6 4 4 22 34 6 8 7 8 27 12

2.3 Other interaction techniques
Besides push and pull, approaches were introduced that rely on
moving tactile sensations for guiding movements. Marquardt et
al. [17] developed a vibrotactile glove and forearm prototype that
uses 27 actuators to guide hand movements and postures. Patterns
were used to trigger movements such as pinching (vibrations from
the back of the hand to the fingertips), forward (vibrations from fore-
arm to fingers), and backward (vibrations from fingers to forearm)
movements of the hand. In a similar approach, McDaniel et al. [18]
introduced the "follow me" interaction technique, where the user is
required to follow the movement of the tactile sensation, e.g vibra-
tions from the back of the forearm to the front indicate bending the
elbow. The authors compared the use of moving tactile sensations
according to the "followme", push and pull approaches for guidance
of fundamental arm movements, and concluded that the natural-
ness of the interaction technique depended on the movement to
be performed. Although these approaches are promising, reaction
times of users depends on the duration of the vibrotactile stimuli
and can reach 2.5 s to 4.5 s for stimuli with longer durations [18],
rendering them unsuitable for real-time motion guidance. On the
other hand, vibrotactile stimuli with shorter duration demonstrated
reaction times of about 500ms [29], making them more appropriate
for real-time guidance. In this work, we therefore focus on inter-
action techniques that stimulate the user for short periods of time
(1 s) to elicit faster reaction to feedback. Most similar to our work,
Schönauer et al. [27] introduced the use of sequential activations
to communicate eight directions, however, no user study was con-
ducted to validate their approach. In this work, we introduce the
concept of tactile vectors based on phantom sensations that can
generate up to 2,652 directions with 15 physical actuators, thus en-
abling omnidirectional guidance in 3D. Figure 2 shows the different
guidance possibilities developed in our work.

Prior work primarily focuses on the push and pull metaphors.
However, there is no clear favorite in the community: some re-
searchers use pull while others use push. In our work, we quantita-
tively and qualitatively compare the use of push and pull. Moreover,
we introduce two new interaction techniques: STV and CTV. In

contrast to the state-of-the-art these techniques allow for omnidi-
rectional movement guidance by expanding the range of possible
directions communicated through haptic feedback.

3 INTERACTION TECHNIQUES FOR
VIBROTACTILE MOTION GUIDANCE

This section contributes two new interaction techniques – Sequen-
tial Tactile Vectors (STV) and Continuous Tactile Vectors (CTV) –
for vibrotactile motion guidance. We describe their fundamental
mechanism and detail on the chosen parameterization used in our
implementation. Finally, we provide details on the parameters for
the baseline techniques (pull and push). STV and CTV are visualized
in Figure 1.

3.1 Sequential Tactile Vectors (STV)
The Sequential Tactile Vectors interaction technique uses two vi-
brations to convey a movement direction (see Figure 1a). The two
vibrations are activated sequentially: the first vibration defines the
starting point and the second vibration defines the endpoint of the
direction vector in which the user should move. Both vibrations
together produce a direction vector in which the person should
move the body.

3.2 Continuous Tactile Vectors (CTV)
The Continuous Tactile Vectors interaction technique uses body-
penetrating phantom sensations [14] to create omnidirectional vi-
bration cues. The vectors are created through the same start- and
endpoints as in STV. However, instead of sequential vibrations, CTV
creates a single continuous stimuli moving from the start point to-
wards the endpoint. CTV can create the same vectors as STV, but
is perceived differently. We evaluate both techniques to better un-
derstand which tactile vector stimuli is preferred by participants
and leads to a higher movement accuracy.

3.3 Tactile Vector Types
This work investigates three types of sequential and continuous
tactile vectors (shown in Figure 2):
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a b cReal to Real Phantom to Real Phantom to Phantom

Figure 2: Tactile vectors for directional guidance: (a) using only real tactors, (b) using a combination of phantom and real
tactors, and (c) using phantom sensations.

Real→ Real The most straight-forward possibility to create
a sequential tactile vector is by vibrating a physical actua-
tor and afterwards a second physical actuator (Figure 2a).
Hence, both perceived vibrations are real, i.e., created by
physical actuators. Although Schönauer et al. [27] described
this concept for motion guidance, its accuracy has not been
evaluated.

Real↔ Phantom We extend the idea of tactile vectors by
adding a variation using one real vibration and one vibration
through phantom sensation (Figure 2b). This variation has
the potential to increase the resolution of tactile vectors. It
can create vectors to arbitrary points between two or more
physical actuators. Inverting this variation (Phantom to Real)
allows for tactile vectors between a phantom sensation (start-
point) and real vibration (endpoint).

Phantom→ Phantom Tactile vectors can consist of two vi-
brations created through phantom sensations (Figure 2c).
This allows for a wider variety of direction vectors, since
both start- and endpoint can be placed anywhere between
two or more real actuators.

For best usage of STVs and CTVs, we recommend choosing the pair
of supported (real and phantom) vibrations that span the vector
with the lowest deviation from the target vector.

3.4 Implementation of Tactile Vectors
Both techniques (CTV and STV) are implemented and evaluated
on a 3D printed vibrotactile grid with 15 vibrotactile actuators (C-2
tactors from Engineering Acoustics). We extend the real actuators
using phantom sensations to include virtual actuators placed in
the middle of each pair of neighbouring physical actuators. This
created 52 vibration points that could be chosen as start- or endpoint
of the tactile vector (see Figure 3). In total, this allows for 2,652
possible tactile vectors. However, we limit the combinations of
actuators to those placed at least 10 cm apart, because our pilot
tests showed: (1) actuators that were too close to each other were
difficult to distinguish and (2) close actuators created unintentional
phantom sensations for continuous tactile vectors. The chosen
10 cm threshold exceeds the maximum distance for producing a
phantom sensation [6].

For STV, each vibration (i.e., start- and endpoint) lasted 0.5 s.
The physical actuators vibrated with 200Hz at 10 dB over Sensa-
tion Level (SL). SL is the intensity at which a vibration became

Figure 3: An unwrapped tactile grid with 15 actu-
ators attached. The yellow points indicate the po-
sition of the vibrations created through phantom
sensations.

perceptible, as determined during our calibration. Phantom sensa-
tions were generated using a linear model.

For CTV, we use a linear function for the amplitudes of the
actuators to generate body penetrating sensations. The first actuator
starts at full intensity (10 dB over SL) and decreases linearly over 1 s
to 0 dB, while the second actuator increases from 0 dB to 10 dB over
SL. Similar to the other interaction techniques, the frequency of
vibration was constant at 200Hz and the amplitudes of the actuators
were updated at 100Hz.

3.5 Baselines: Pull and Push
Depending on the mental model of the user vibrations can be in-
terpreted in different ways [7, 28]. Hence, we chose the pull and
push interaction techniques as baseline interaction techniques. In
our implementation, we actuate the real or phantom actuator that
pushes or pulls the arm at the midpoint (midpoint of the middle
row of motors) towards the target direction for one second (200Hz
at 10 dB over SL). For example, a push stimulus communicates the
direction vector going from the position of the actuator to the mid-
point of the arm. In contrast, a pull stimulus communicates the
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a b c

Figure 4: Experimental setup: (a) neutral pose used during our experiment, (b) vibrotactile grid with wrist trackable, and (c)
pointer used for calibrating the position of the tactors.

direction vector from the midpoint of the arm to the position of the
actuator.

4 USER STUDY: EVALUATION OF
VIBROTACTILE MOTION GUIDANCE
TECHNIQUES

To evaluate the interaction techniques introduced in this paper,
we conducted a controlled user study that is described in the fol-
lowing. In particular, our user study aims to address the following
hypotheses:

H1STV/CTV: STV/CTV results in higher accuracy in guiding
arm movements compared to push and pull.

H2STV/CTV: STV/CTV reduces workload compared to push
and pull.

H3STV/CTV: STV/CTV is more intuitive than push and pull.
H4STV/CTV: STV/CTV results in higher confidence ratings

compared to push and pull.
H5STV/CTV: Willingness to use of STV/CTV is higher than

push and pull.

4.1 Participants
16 right-handed individuals (11 male and 5 female) between 21 and
70 years old (M = 37.8) participated in our user study. Participation
was voluntary, with no compensation offered. 14 of our partici-
pants had no experience with vibration based motion guidance.
The remaining participants participated in prior experiments with
vibrotactile feedback for purposes other than motion guidance.

4.2 Experimental Design
Throughout our experiment we varied the guidance method (pull,
push, sequential tactile vectors, and continuous tactile vectors) and
target. The targets were defined as equidistant points on a sphere
with an angle of 45°. The sphere had a radius of one meter and
was centered at the midpoint of the arm. The midpoint of the arm
was defined to be in the center of the middle row of tactors in the
grid. We group the targets in our analysis along the x, y, and z axes.
Figure 5 shows the distribution of the targets in the sphere and
their division along the main axes. We used a 4 × 4 balanced latin
square to counterbalance the variable guidance method in a within
subjects design. For each guidance method, the order of targets was

Figure 5: Targets used in our experiment

randomized. Participants performed three repetitions resulting in a
total of 312 movements per participant.

4.3 Procedure
After obtaining informed consent from the participants, we col-
lected their demographic data. Then, we explained the task and
provided a brief overview of the procedure. The task was to move
the arm in the direction indicated by the vibrations.

At the beginning of the experiment, we calibrated the position of
the vibrotactile actuators relative to the position of the wrist. Each
actuator in the grid was activated and its position was recorded
using the pointer in Figure 4c. The experimenter could choose
which actuator to activate using a graphical user interface and
then subsequently record the position when the tip of the pointer
is in contact with the actuator. Furthermore, SL thresholds were
determined for each actuator by increasing vibration amplitude
until the participant indicated perceiving a vibration. Every trial
started with the participant standing in a fixed location indicated
by markings on the floor with their hands resting on a tripod (see
Figure 4).

After finishing performing a movement, the participants re-
turned their arm to the neutral position with their hands on the
tripod. Upon reaching the neutral position, there was a 5 seconds
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a b

Figure 6: The Figure shows (a) example movements as measured by the motion capture system and (b) the normalized direction
vectors of the computed best fit lines.

pause followed by the next trial. To reduce the amount of ques-
tionnaires, upon completing all targets in a guidance method, our
participants filled out a short questionnaire with three 7-point
Likert-scale statements followed by filling out a NASA-TLX. We
consider this time as resting time. The total duration of the experi-
ment was approximately 80 minutes.

4.4 Apparatus
We used a Prusa MK3 for printing the wearable grids using ther-
moplastic polyurethane (TPU) filament. The experiment was con-
ducted on a i7 dual core 3.6 GHz, 16 GB RAM desktop PC with a
NVIDIA GeForce GTX 970 graphics card. The vibrotactile actuators
used were the C-2 tactors from Engineering Acoustics, Inc. The
tactors were controlled by a tactor control unit connected to the
desktop PC over USB. Additionally, an Optitrack V100:R2 motion
capture system with six cameras (submillimeter accuracy) was used
for tracking the markers placed at the wrist and the participants’
movements.

4.5 Dependent Variables
Our main evaluation metric is the angle error. This is the angle be-
tween the target movement and the movement actually performed
by the user. To obtain the movement vector of the user, we com-
pute a best fit line with orthogonal regression based on the tracked
points from our motion capture system. The angular difference
in degrees between the target vector and movement vector is the
angle error.

Additionally, we measured participants’ ratings on a 7-point
Likert-scale for each guidance method to the following three state-
ments:

• Interacting with the system was intuitive.
• I am confident I could follow the direction cue correctly.
• I would like to use this type of guidance for movement guid-
ance.

Finally, we collected participants’ answers to a NASA-TLX ques-
tionnaire.

4.6 Data Analysis
We tested the data for normality with Shapiro Wilk’s test and found
no significant deviations. The recorded data was analyzed using a 2-
way repeated measures ANOVA, followed by Bonferroni corrected
pairwise t-tests where significant effects were present. We further
report the eta-squared 𝜂2 as an estimate of the effect size and use
Cohen’s suggestions to classify the effect size as small, medium or
large [2]. For the Likert questionnaires, we performed an Aligned
Rank Transformation as suggested by Wobbrock et al. [33]. For the
analysis of the NASA-TLX questionnaires, we used the raw method,
indicating an overall workload as described by Hart [8].

4.7 Results
In the following, we present the results of our user study in terms of
the measured angle error, NASA-TLX, and questionnaire responses.

4.7.1 Angle Error. We calculated the 𝑅2 over all movements and
participants to estimate how well the best fit lines represent the
measured data from participants. The average 𝑅2 value indicated a
good fit of 0.98. Figure 6 shows example movements of a participant
and the computed best fit lines.

We found that STV (M = 34.58°, SD = 5.33°) resulted in the lowest
angle errors in comparison to pull (M = 42.16°, SD = 6.43°), push
(M = 43.96°, SD = 5.87°), and CTV (M = 44.19°, SD = 12.03°). The
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Figure 7: Angle error for the targets. All error bars indicate the standard error. Statistical significance of post-hoc pairwise
contrast test are marked with asterisks (∗ = p < .05, ∗∗ = p < .01, ∗ ∗ ∗ = p < .001).
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Figure 10: Angle error of the interaction between guidance method and target direction. All error bars indicate the standard
error.

analysis showed a significant (𝐹3,45 = 6.19, p < .001) main effect of
the guidance method on the angle error with a small 𝜂2=.038 effect
size. Post-hoc tests confirmed significant differences between STV
and pull (p < .05), STV and push (p < .001), and between STV and
CTV (p < .05).

For a more meaningful analysis of the effect of target, we clus-
tered the targets along the x, y, and z axes to compare the following
movement directions: (1) left, center and right (grouping along the
x-axis), (2) up, horizontal and down (grouping along the y-axis),
and (3) forward, sideway and backward (grouping along the z-axis).
Figure 7 depicts the results.

Our analysis of targets left (M = 38.79, SD = 3.48), center (M= 41.09,
SD = 6.13) and right (M = 43.77, SD = 7.67) revealed a significant
(𝐹2,30 = 5.60, p < .01) main effect of target on the angle error with a
medium 𝜂2=.103 effect size. Post-hoc tests confirmed significantly
lower angle errors for targets to the left in comparison to targets to
the right (p < .01).

For the grouping up (M = 37.08, SD = 6.25), horizontal (M = 44.41,
SD = 6.02) and down (M = 42.53, SD = 6.53), our analysis showed a
significant (𝐹2,30 = 10.1, p < .001) main effect of target on the angle
error with a large 𝜂2=.197 effect size. Post-hoc tests confirmed
significant differences between up and down (p < .05), and up and
horizontal (p < .001).

The analysis of the grouping forward (M = 44.98, SD = 9.17),
sideway (M = 42.32, SD = 4.65) and backward (M = 36.49, SD = 4.55)
showed a significant (𝐹2,30 = 10.6, p < .001) main effect of target
on the angle error with a large 𝜂2=.230 effect size. Post-hoc tests
confirmed significant differences between forward and backward
(p < .01), and sideway and backward (p < .001).

Figure 10 shows the interaction between guidance method and
target. Figure 12 displays heatmaps of the angle error for the differ-
ent guidance methods and targets.

4.7.2 NASA-TLX. The analysis of the NASA-TLX questionnaires
revealed a significant (𝐹3,45 = 10.8, p < .001) effect of guidance
method on participants’ ratings with a large 𝜂2=.260 effect size.
The pull (M = 33.39, SD = 12.16) condition resulted in the lowest
overall workload, followed by STV (M = 44.69, SD = 11.96), push

(M = 45.10, SD = 14.97), and CTV (M = 54.27, SD = 10.52). Post-hoc
tests confirmed significant differences between pull and push (p <
.05), pull and STV (p < .05), and pull and CTV (p < .001).

4.7.3 Questionnaire. Intuitiveness: we asked our participants to
rate how intuitive interacting with the system was on a 7-point
Likert-scale (1: strongly disagree 7: strongly agree). Our analysis
showed a significant (𝐹3,45 = 5.53, p < .01) effect of guidance method
on our participants’ ratings of intuitiveness. The pull (MED = 6,
MAD = 0.5) condition showed the highest ratings of intuitiveness,
followed by STV (MED = 5, MAD = 1), CTV (MED = 4.5, MAD = 1.5),
and finally push (M = 4, SD = 1). Post-hoc tests confirmed signif-
icantly higher ratings for pull than for push (p < .01), as well as
significantly higher ratings for pull in comparison to the CTV con-
dition (p < .01).

Confidence: our participants rated their confidence in following
the direction cue correctly. The analysis revealed a significant (𝐹3,45
= 4.53, p < .01) effect of guidance method on the ratings of partic-
ipants. Confidence ratings in decreasing order for the conditions
were pull (MED = 5.5, MAD = 0.5), STV (MED = 5, MAD = 0), push
(MED = 5, MAD = 0.5), and CTV (MED = 4, MAD = 1). Post-hoc
tests confirmed significantly higher confidence ratings for the pull
condition in comparison to CTV (p < .01).

Willingness to use: for the last statement in our questionnaire,
we asked participants to rate if they would like to use this type of
guidance. Our analysis showed a significant (𝐹3,45 = 6.23, p < .01)
effect of guidance method on participants’ ratings. Participants were
most willing to use the pull (MED = 5, MAD = 1) condition, followed
by STV (MED = 4, MAD = 1), push (MED = 3.5, MAD = 1.5), and CTV
(MED = 2, MAD = 0.5). Post-hoc tests confirmed significantly higher
willingness to use ratings for the pull condition in comparison to
CTV (p < .001).

5 DISCUSSION
We introduced two new interaction techniques to improve the range
of possible directions for movement that can be communicated to
the user through vibrations. These interaction techniques were
compared to the current state of the art push and pull metaphors.
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Figure 12: Heatmaps of angle error in ° for the different guidance methods.

While the results of our experiment demonstrate large errors 35°
(STV), 42° (Pull), and 44° (Push & CTV) for 3D guidance of arm
movements, this was to be expected based on more restricted prior
work showing that vibrotactile 2D guidance has an upper limit
of 23-25° [9] for guiding wrist movements. However, our results
pave the way for investigating novel approaches to further reduce
movement error, or to use our tactile vectors on more sensitive
body locations such as the hand for improved accuracy.

Prior work has identified advantages for pull over push using
error metrics, such as reaction time [10], number of errors in move-
ments [7], and motion path efficiency [26]. Based on our findings,
we found comparable performance in terms of angle error between
the metaphors. However, pull was subjectively preferred by our
participants, similar to findings by Günther et al. [7].

In the following we summarize and discuss the findings from
our user study:

5.1 STV for higher accuracy
The results of our user study show that using STV, users achieved
the highest accuracy in their movements compared to the other
interaction techniques. Thus, we can accept H1STV. Compared to
current state of the art push and pull techniques, the advantage
of STV is particularly evident for guiding movements where no
actuator is present to push/pull the user, e.g forward and backward

(Target 0 & 12, see Figure 12). In addition, STV had the highest ac-
curacy for guiding upward and backward directions (see Figure 10).
This information can be useful, e.g while designing gestures for
interaction, where the user is guided by a wearable vibrotactile
display.

Contrary to our initial hypothesis H1CTV, CTV did not lead to
an improvement in user accuracy compared to the other interaction
techniques. CTV resulted in higher angular deviation compared
to STV, and comparable angular deviation to pull and push. Thus,
we cannot support H1CTV. A possible explanation for this was
provided by our participants where they expressed that it was
difficult to determine which motor was first and which was second
(P4, P11, P14, P15, P16). We used a linear function for determining
the amplitude of the actuators that was shown to work on the hand
and torso [14]. A possible solution can be the use of a higher order
polynomial for determining the intensities of the actuators to allow
for better differentiation of the start and endpoints.

Although subjective data collected from our participants showed
higher median ratings for pull in comparison to STV regarding
intuitiveness, confidence, and willingness to use, these differences
were not significant and do not reflect the results of the angle error.
A possible explanation for this behavior is that participants were
inclined to overestimate their performance as demonstrated by the
confidence ratings when the stimulus was a vibration at a single
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location. This finding further demonstrated that self-assessment
with vibrotactile guidance is more difficult in comparison to visual
guidance for example.

5.2 Pull for applications with low accuracy
requirements

For applications that do not require high accuracy of guidance,
e.g guidance of a discrete set of directions with a large angle be-
tween them such as right/left, up/down, and forward/backward,
pull should be used. We hypothesized that STV and CTV reduce
workload in comparison to push and pull. However, this was not re-
flected in our results, as pull resulted in lower workloads in compar-
ison to all the other guidance methods. Hence, we cannot support
H2STV/CTV. Furthermore, pull was rated to be significantly more
intuitive than push and CTV. Although intuitiveness ratings were
lower for STV, this difference was not significant. Nevertheless,
we cannot support H3STV/CTV. Similarly, our initial hypotheses
were that STV and CTV increase participants’ confidence in the
perceived direction. However, pull received the highest confidence
ratings among the guidance methods, with a significant increase
compared to CTV. Thus, we cannot support H4STV/CTV. Regarding
willingness to use of the guidance methods, participants were most
willing to use pull. Thus, we cannot support H5STV/CTV.

5.3 Pull instead of push
Although pull and push had comparable accuracy for motion guid-
ance, there were significant differences between them. Pull was
favoured by our participants in the qualitative results. It resulted
in lower workload for our participants and was rated to be signifi-
cantly more intuitive than push. This was reflected in the partic-
ipants’ comments where P6 expressed “I preferred pulling for one
motor guidance”, “pull is better than push” (P12), and “I found pull
most intuitive” (P10). Participants further mentioned that using
both interaction techniques is “confusing” (P1, P10) after getting
accustomed to one of them.

5.4 Movement direction affects accuracy of
guidance

Based on prior work investigating vibrotactile guidance of 2D hand
movements [9], we expected the movements of our participants
to be biased towards the cardinal directions. This was, however,
not the case for 3D movements as can be seen in Figure 12. We
found differences in accuracy showing that users are more accurate
in movements toward the body than movements away from the
body. Moving the right arm to targets to the left (towards the body)
was more accurate than targets to the right (away from the body).
Similarly, targets requiring a forward (away from the body) move-
ment were less accurate compared to targets requiring a backward
(towards the body) movement.

When evaluating the influence of movement direction on the
accuracy it is also important to note the guidance method and
actuator arrangement used. Push and pull guide the user in the
direction defined between the actuator location and the midpoint of
the arm. Since the actuators are arranged around the arm, directions
such as forward become more difficult to communicate. A possible
solution for this could be the attachment of an actuator at the

elbow/tip of the hand to push/pull the user forward. An overview
of the effect of movement direction for all guidance methods and
directions investigated can be seen in Figure 12.

6 LIMITATIONS & FUTUREWORK
We are confident that our results provide valuable insights into
the influence of different interaction techniques on the accuracy
and user experience of vibrotactile motion guidance systems. How-
ever, design as well as the results of our user study impose some
limitations and starting points for future work.

6.1 Movement Direction
Consistent with prior work on spatial guidance [13], we chose to use
targets for eliciting movements that are uniformly distributed on a
sphere. This arrangement of targets appropriately covered the wide
range of movement directions possible by the arm. However, other
arrangements are possible, e.g., distributing targets in a cube [7]
that can be investigated in future work.

6.2 Dynamic Tactile Guidance
For a more fundamental analysis independent of the use-case, our
user study focused on guiding arm movements from a fixed neutral
posture. However, this is not the case while performing activities
such as physical rehabilitation, yoga or tai-chi, where the arm
posture is dynamic. While our results provide a valuable baseline
showing that our interaction technique outperforms current state
of the art, further work is necessary to apply these findings to tasks
where continuous guidance of user motion is required.

6.3 Real-World Applicability
In this paper, we investigated vibrotactile motion guidance in a lab
setting.We chose this approach to focus on themere influence of the
factors and to exclude external influences. While we are convinced
that our results make a strong contribution to the future of such
systems, we also acknowledge that other settings might yield other
results. Therefore, further work is necessary to understand how
these results are transferable to in-the-wild settings. For example,
by integrating the haptic sleeve with a visual posture guidance
approach that uses a mobile motion capture system [4].

7 CONCLUSION
We presented two new omnidirectional guidance techniques for
arm movements: Sequential Tactile Vectors and Continuous Tactile
Vectors. We studied both techniques and compared them to the
state of the art (push/pull) in a user study. The results of our eval-
uation show Sequential Tactile Vectors to be the most promising
interaction technique of the four, outperforming push and pull, as
well as Continuous Tactile Vectors in terms of accuracy. Qualitative
results further support the viability of our interaction technique
for accurate and intuitive vibrotactile motion guidance.

REFERENCES
[1] Marco Aggravi, Gionata Salvietti, and Domenico Prattichizzo. 2016. Haptic wrist

guidance using vibrations for Human-Robot teams. 2016 25th IEEE International
Symposium on Robot and Human Interactive Communication (RO-MAN) (2016),
113–118.



Tactile Vectors for Omnidirectional Arm Guidance AHs ’23, March 12–14, 2023, Glasgow, United Kingdom

[2] Jacob Cohen. 1988. Statistical Power Analysis for the Behavioral Sciences. Routledge.
https://doi.org/10.4324/9780203771587

[3] Dieter Drobny and Jan Borchers. 2010. Learning Basic Dance Choreographies
with Different Augmented Feedback Modalities. In CHI ’10 Extended Abstracts
on Human Factors in Computing Systems (Atlanta, Georgia, USA) (CHI EA ’10).
Association for Computing Machinery, New York, NY, USA, 3793–3798. https:
//doi.org/10.1145/1753846.1754058

[4] Hesham Elsayed, Philipp Hoffmann, Sebastian Günther, Martin Schmitz, Martin
Weigel, Max Mühlhäuser, and Florian Müller. 2021. CameraReady: Assessing the
Influence of Display Types and Visualizations on Posture Guidance. In Designing
Interactive Systems Conference 2021 (Virtual Event, USA) (DIS ’21). Association
for Computing Machinery, New York, NY, USA, 1046–1055. https://doi.org/10.
1145/3461778.3462026

[5] Hesham Elsayed, Kenneth Kartono, Dominik Schön, Martin Schmitz, Max
Mühlhäuser, and Martin Weigel. 2022. Understanding Perspectives for Single-
and Multi-Limb Movement Guidance in Virtual 3D Environments. In 28th ACM
Symposium on Virtual Reality Software and Technology (Tsukuba, Japan) (VRST
’22). Association for Computing Machinery, New York, NY, USA, Article 34,
10 pages. https://doi.org/10.1145/3562939.3565635

[6] Hesham Elsayed, Martin Weigel, Florian Müller, Martin Schmitz, Karola Marky,
Sebastian Günther, Jan Riemann, and Max Mühlhäuser. 2020. VibroMap: Under-
standing the Spacing of Vibrotactile Actuators across the Body. 4, 4, Article 125
(Dec. 2020), 16 pages. https://doi.org/10.1145/3432189

[7] Sebastian Günther, Florian Müller, Markus Funk, Jan Kirchner, Niloofar Dez-
fuli, and Max Mühlhäuser. 2018. TactileGlove: Assistive Spatial Guidance in
3D Space through Vibrotactile Navigation. In Proceedings of the 11th PErvasive
Technologies Related to Assistive Environments Conference (Corfu, Greece) (PE-
TRA ’18). Association for Computing Machinery, New York, NY, USA, 273–280.
https://doi.org/10.1145/3197768.3197785

[8] Sandra G. Hart. 2006. Nasa-Task Load Index (NASA-TLX); 20 Years
Later. Proceedings of the Human Factors and Ergonomics Society Annual
Meeting 50, 9 (2006), 904–908. https://doi.org/10.1177/154193120605000909
arXiv:https://doi.org/10.1177/154193120605000909

[9] Jonggi Hong, Lee Stearns, Jon Froehlich, David Ross, and Leah Findlater. 2016.
Evaluating Angular Accuracy of Wrist-Based Haptic Directional Guidance for
Hand Movement. In Proceedings of the 42nd Graphics Interface Conference (Victo-
ria, British Columbia, Canada) (GI ’16). Canadian Human-Computer Communi-
cations Society, Waterloo, CAN, 195–200.

[10] Chris Jansen, Arjen Oving, and Hendrik-Jan Veen. 2004. Vibrotactile movement
initiation. (01 2004).

[11] Yeon Sub Jin, Han Yong Chun, Eun Tai Kim, and Sungchul Kang. 2014. VT-
ware: A wearable tactile device for upper extremity motion guidance. In The 23rd
IEEE International Symposium on Robot and Human Interactive Communication.
335–340. https://doi.org/10.1109/ROMAN.2014.6926275

[12] Pulkit Kapur, Mallory Jensen, Laurel J. Buxbaum, Steven A. Jax, and Katherine J.
Kuchenbecker. 2010. Spatially distributed tactile feedback for kinesthetic motion
guidance. In 2010 IEEE Haptics Symposium. 519–526. https://doi.org/10.1109/
HAPTIC.2010.5444606

[13] Oliver Beren Kaul and Michael Rohs. 2017. HapticHead: A Spherical Vibrotactile
Grid around the Head for 3D Guidance in Virtual and Augmented Reality. In
Proceedings of the 2017 CHI Conference on Human Factors in Computing Systems
(Denver, Colorado, USA) (CHI ’17). Association for Computing Machinery, New
York, NY, USA, 3729–3740. https://doi.org/10.1145/3025453.3025684

[14] Jinsoo Kim, Seungjae Oh, Chaeyong Park, and Seungmoon Choi. 2020. Body-
Penetrating Tactile Phantom Sensations (CHI ’20). Association for Computing
Machinery, New York, NY, USA, 1–13. https://doi.org/10.1145/3313831.3376619

[15] Jeff Lieberman and Cynthia Breazeal. 2007. TIKL: Development of a Wearable Vi-
brotactile Feedback Suit for Improved Human Motor Learning. IEEE Transactions
on Robotics 23, 5 (2007), 919–926. https://doi.org/10.1109/TRO.2007.907481

[16] Kristen L. Lurie, Pete B. Shull, Karen F. Nesbitt, and Mark R. Cutkosky. 2011.
Informing haptic feedback design for gait retraining. In 2011 IEEE World Haptics
Conference. 19–24. https://doi.org/10.1109/WHC.2011.5945455

[17] Alexander Marquardt, Jens Maiero, Ernst Kruijff, Christina Trepkowski, Andrea
Schwandt, André Hinkenjann, Johannes Schöning, and Wolfgang Stuerzlinger.
2018. Tactile Hand Motion and Pose Guidance for 3D Interaction. In Proceedings
of the 24th ACM Symposium on Virtual Reality Software and Technology (Tokyo,
Japan) (VRST ’18). Association for Computing Machinery, New York, NY, USA,
Article 3, 10 pages. https://doi.org/10.1145/3281505.3281526

[18] Troy McDaniel, Morris Goldberg, Daniel Villanueva, Lakshmie Narayan
Viswanathan, and Sethuraman Panchanathan. 2011. Motor Learning Using
a Kinematic-Vibrotactile Mapping Targeting Fundamental Movements (MM
’11). Association for Computing Machinery, New York, NY, USA, 543–552.
https://doi.org/10.1145/2072298.2072369

[19] Tony Morelli, John Foley, Luis Columna, Lauren Lieberman, and Eelke Folmer.
2010. VI-Tennis: A Vibrotactile/Audio Exergame for Players Who Are Visually
Impaired. In Proceedings of the Fifth International Conference on the Foundations of
Digital Games (Monterey, California) (FDG ’10). Association for Computing Ma-
chinery, New York, NY, USA, 147–154. https://doi.org/10.1145/1822348.1822368

[20] Florian Floyd Mueller, Pedro Lopes, Paul Strohmeier, Wendy Ju, Caitlyn Seim,
MartinWeigel, Suranga Nanayakkara, Marianna Obrist, Zhuying Li, Joseph Delfa,
Jun Nishida, Elizabeth M. Gerber, Dag Svanaes, Jonathan Grudin, Stefan Greuter,
Kai Kunze, Thomas Erickson, Steven Greenspan, Masahiko Inami, Joe Marshall,
Harald Reiterer, Katrin Wolf, Jochen Meyer, Thecla Schiphorst, Dakuo Wang, and
Pattie Maes. 2020. Next Steps for Human-Computer Integration. In Proceedings
of the 2020 CHI Conference on Human Factors in Computing Systems (Honolulu,
HI, USA) (CHI ’20). Association for Computing Machinery, New York, NY, USA,
1–15. https://doi.org/10.1145/3313831.3376242

[21] Florian ‘Floyd’ Mueller, Nathan Semertzidis, Josh Andres, MartinWeigel, Suranga
Nanayakkara, Rakesh Patibanda, Zhuying Li, Paul Strohmeier, Jarrod Knibbe,
Stefan Greuter, Marianna Obrist, Pattie Maes, Dakuo Wang, Katrin Wolf, Liz
Gerber, Joe Marshall, Kai Kunze, Jonathan Grudin, Harald Reiterer, and Richard
Byrne. 2022. Human–Computer Integration: Towards Integrating the Human
Body with the Computational Machine. Foundations and Trends® in Human-
Computer Interaction 16, 1 (2022), 1–64. https://doi.org/10.1561/1100000086

[22] Gunhyuk Park and Seungmoon Choi. 2018. Tactile Information Transmission
by 2D Stationary Phantom Sensations (CHI ’18). Association for Computing
Machinery, New York, NY, USA, 1–12. https://doi.org/10.1145/3173574.3173832

[23] Jacob Rosenthal, Nathan Edwards, Daniel Villanueva, Sreekar Krishna, Troy
McDaniel, and Sethuraman Panchanathan. 2011. Design, Implementation, and
Case Study of a Pragmatic Vibrotactile Belt. IEEE Transactions on Instrumentation
andMeasurement 60, 1 (2011), 114–125. https://doi.org/10.1109/TIM.2010.2065830

[24] Emanuele Ruffaldi, Alessandro Filippeschi, Antonio Frisoli, Oscar Sandoval,
Carlo Alberto Avizzano, and Massimo Bergamasco. 2009. Vibrotactile perception
assessment for a rowing training system. In World Haptics 2009 - Third Joint Eu-
roHaptics conference and Symposium on Haptic Interfaces for Virtual Environment
and Teleoperator Systems. 350–355. https://doi.org/10.1109/WHC.2009.4810849

[25] Jose Salazar, Keisuke Okabe, and Yasuhisa Hirata. 2018. Path-Following Guidance
Using Phantom Sensation Based Vibrotactile Cues Around the Wrist. IEEE
Robotics and Automation Letters 3, 3 (2018), 2485–2492. https://doi.org/10.1109/
LRA.2018.2810939

[26] Jose V. Salazar Luces, Keisuke Okabe, Yoshiki Murao, and Yasuhisa Hirata. 2018. A
Phantom-Sensation Based Paradigm for Continuous Vibrotactile Wrist Guidance
in Two-Dimensional Space. IEEE Robotics and Automation Letters 3, 1 (2018),
163–170. https://doi.org/10.1109/LRA.2017.2737480

[27] Christian Schönauer, Kenichiro Fukushi, Alex Olwal, Hannes Kaufmann, and
Ramesh Raskar. 2012. Multimodal Motion Guidance: Techniques for Adaptive
and Dynamic Feedback (ICMI ’12). Association for Computing Machinery, New
York, NY, USA, 133–140. https://doi.org/10.1145/2388676.2388706

[28] Daniel Spelmezan, Mareike Jacobs, Anke Hilgers, and Jan Borchers. 2009. Tac-
tile Motion Instructions for Physical Activities. In Proceedings of the SIGCHI
Conference on Human Factors in Computing Systems (Boston, MA, USA) (CHI
’09). Association for Computing Machinery, New York, NY, USA, 2243–2252.
https://doi.org/10.1145/1518701.1519044

[29] Andrew A. Stanley and Katherine J. Kuchenbecker. 2012. Evaluation of Tactile
Feedback Methods for Wrist Rotation Guidance. IEEE Transactions on Haptics 5,
3 (2012), 240–251. https://doi.org/10.1109/TOH.2012.33

[30] Hsin-Ruey Tsai, Yuan-Chia Chang, Tzu-Yun Wei, Chih-An Tsao, Xander Chin-
yuan Koo, Hao-Chuan Wang, and Bing-Yu Chen. 2021. GuideBand: Intuitive
3D Multilevel Force Guidance on a Wristband in Virtual Reality. Association for
Computing Machinery, New York, NY, USA. https://doi.org/10.1145/3411764.
3445262

[31] Janet van der Linden, Erwin Schoonderwaldt, Jon Bird, and Rose Johnson. 2011.
MusicJacket—Combining Motion Capture and Vibrotactile Feedback to Teach
Violin Bowing. IEEE Transactions on Instrumentation and Measurement 60, 1
(2011), 104–113. https://doi.org/10.1109/TIM.2010.2065770

[32] Bernhard Weber, Simon Schätzle, Thomas Hulin, Carsten Preusche, and Barbara
Deml. 2011. Evaluation of a vibrotactile feedback device for spatial guidance. In
2011 IEEE World Haptics Conference. 349–354. https://doi.org/10.1109/WHC.2011.
5945511

[33] Jacob O. Wobbrock, Leah Findlater, Darren Gergle, and James J. Higgins. 2011.
The Aligned Rank Transform for Nonparametric Factorial Analyses Using Only
Anova Procedures. In Proceedings of the SIGCHI Conference on Human Factors
in Computing Systems (Vancouver, BC, Canada) (CHI ’11). ACM, New York, NY,
USA, 143–146. https://doi.org/10.1145/1978942.1978963

https://doi.org/10.4324/9780203771587
https://doi.org/10.1145/1753846.1754058
https://doi.org/10.1145/1753846.1754058
https://doi.org/10.1145/3461778.3462026
https://doi.org/10.1145/3461778.3462026
https://doi.org/10.1145/3562939.3565635
https://doi.org/10.1145/3432189
https://doi.org/10.1145/3197768.3197785
https://doi.org/10.1177/154193120605000909
https://arxiv.org/abs/https://doi.org/10.1177/154193120605000909
https://doi.org/10.1109/ROMAN.2014.6926275
https://doi.org/10.1109/HAPTIC.2010.5444606
https://doi.org/10.1109/HAPTIC.2010.5444606
https://doi.org/10.1145/3025453.3025684
https://doi.org/10.1145/3313831.3376619
https://doi.org/10.1109/TRO.2007.907481
https://doi.org/10.1109/WHC.2011.5945455
https://doi.org/10.1145/3281505.3281526
https://doi.org/10.1145/2072298.2072369
https://doi.org/10.1145/1822348.1822368
https://doi.org/10.1145/3313831.3376242
https://doi.org/10.1561/1100000086
https://doi.org/10.1145/3173574.3173832
https://doi.org/10.1109/TIM.2010.2065830
https://doi.org/10.1109/WHC.2009.4810849
https://doi.org/10.1109/LRA.2018.2810939
https://doi.org/10.1109/LRA.2018.2810939
https://doi.org/10.1109/LRA.2017.2737480
https://doi.org/10.1145/2388676.2388706
https://doi.org/10.1145/1518701.1519044
https://doi.org/10.1109/TOH.2012.33
https://doi.org/10.1145/3411764.3445262
https://doi.org/10.1145/3411764.3445262
https://doi.org/10.1109/TIM.2010.2065770
https://doi.org/10.1109/WHC.2011.5945511
https://doi.org/10.1109/WHC.2011.5945511
https://doi.org/10.1145/1978942.1978963

	Abstract
	1 Introduction
	2 Related Work
	2.1 Pull
	2.2 Push
	2.3 Other interaction techniques

	3 Interaction Techniques for Vibrotactile Motion Guidance
	3.1 Sequential Tactile Vectors (STV)
	3.2 Continuous Tactile Vectors (CTV)
	3.3 Tactile Vector Types
	3.4 Implementation of Tactile Vectors
	3.5 Baselines: Pull and Push

	4 User Study: Evaluation of vibrotactile motion guidance techniques
	4.1 Participants
	4.2 Experimental Design
	4.3 Procedure
	4.4 Apparatus
	4.5 Dependent Variables
	4.6 Data Analysis
	4.7 Results

	5 Discussion
	5.1 STV for higher accuracy
	5.2 Pull for applications with low accuracy requirements
	5.3 Pull instead of push
	5.4 Movement direction affects accuracy of guidance

	6 Limitations & Future Work
	6.1 Movement Direction
	6.2 Dynamic Tactile Guidance
	6.3 Real-World Applicability

	7 Conclusion
	References

